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Although sharing emotional supports in online mental health communities (OMHCs) is an effective and accessible way of managing
mental wellbeing, it is often difficult for both seekers and providers. To support empathetic interactions, we design an AI-infused
workflow that allows users to write emotional supporting messages to other users’ posts based on the elicitation of the seeker’s
emotion and contextual keywords from writing. Based on a preliminary user study (N = 10), we identified that the system helped
seekers to clarify emotion and describe text concretely while writing a post. Providers could also learn how to react empathetically to
the post. Based on these results, we suggest design implications for our proposed system.

1 INTRODUCTION

Online mental health communities (OMHCs) have become a prevalent medium of promoting mental wellness through
collaborative interactions among people [24]. For instance, users in multiple mental health sub-Reddits benefit from
actively sharing their challenging experiences and gaining feedback from their peers online [24]. By posting their
experiences and concerns and reacting to them, individuals in OMHCs can actively share emotional and informational
support with people with similar conditions [4].

Here, ensuring active emotional support-sharing processes among users is particularly crucial to maintaining thriving
OMHCs [8], yet often considered challenging [22]. For providers, it is often burdensome and overwhelming to be
emotionally engaged [2, 11], leading to their dropouts [5]. Plus, since most of the existing OMHCs are text-based [12],
providers have difficulty in converting their empathetic thoughts in a text-based form [9, 20]. Similarly, it is equally
important, yet difficult, for seekers to ensure that they disclose their experiences concretely to help providers better
understand seeker’s experiences and react emotionally [1, 25].

In this work, we aim to explore the feasibility of AI in augmenting the overall workflow of empathetic communication
by considering both seeker and provider sides in OMHCs. Specifically, we designed and evaluated an AI-infused
mental health community app, which supports the scaffolded interactions (writing, exploring, and reacting to posts)
specialized to facilitate empathetic communication in OMHCs by detecting the emotion and contextual keywords and
recommending appropriate triggers/prompts to assist provider’s reaction. From the preliminary user study (N = 10), we
identified the feasibility and areas of improvement for enhancing emotional support processes in AI-infused OMHCs.

2 PROTOTYPE DESIGN

2.1 Overall Concept and Workflow

The goal of our system is to support empathetic peer-support workflow in OMHCs. Here, in addition to identifying the
emotion of the seeker’s post, it is also important to ensure that providers understand the overall contextual information

(e.g., place, reason, subject in conflict) to provide more detailed and empathetic response [21]. Thus, we decided to let
users elicit and leverage (i) emotion and (ii) contextual information through their exchange, with the aid of AI.
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2.2 System Design

In OMHCs, supports are often shared as a form of post and comment between seekers and providers. Specifically, we
conceptualized this process with the following interactions and designed an iOS application: (i) seekers post their
emotional contexts, (ii) providers explore such posts in the community, and they (iii) react to the post [10, 18, 19, 24]:

2.2.1 Writing a post. First, the user is asked to freely describe their personal experiences that required emotional support
(Figure 1-(a)). Once the user enters text, the system automatically detects the emotion ( 1○) and contextual keywords
( 2○) from the text, which are considered as key information used for psychological therapy assessment [6]. Specifically,
the system recommends (i) one most likely representative emotion and (ii) up to three most salient contextual keywords.
In this process, to ensure user agency, the user may also enter their own customized keywords.

For recommending the representative emotion, pre-trained model classifies texts in one among six emotions (anger,
sadness, happiness, surprise, fear, and distress). Specifically, this taxonomy follows six basic emotions suggested by
Ekman [7], except for ‘disgust’ altered by ‘distress’ to cover as many topics in OMHCs as possible.

2.2.2 Reacting to the post. To assist support providers to react empathetically, we decided to use EPITOME [23], a
text-based empathic reaction framework. Specifically, by leveraging emotion detected and saved from the writing
process, we decided to support (i) emotional reaction as a form of trigger, with the rest of the processes guided by the
prompts (Figure 1-(c)).

Here, we designed our system to recommend providers with three representative phrases to start their reaction with
(trigger; 3○). To collect the phrases suitable for users to start with, we first recruited a mental health counselor from
the university, who has more than 2 years of counseling experience. Then, we asked them to recommend three short
phrases of emotional reaction targeted to each emotion, along with two phrases that can be used for every negative
emotion. After gathering all the responses, we designed the system to randomly choose and present two among three
targeted phrases based on the detected emotion of the post, and one between two generalized emotions.

Once the user initiates writing a comment by selecting one of the recommended phrases (emotional reaction), they
can start entering their own feedback regarding the post based on the prompts offered ( 4○). Here, the system offers
prompts that guide users to (i) interpret the situation with their own words (interpretation) and then (ii) throw a
question about the post (exploration), consecutively. Each parenthesis above indicates the element of EPITOME [23],
the empathic reaction framework we decided to utilize.

2.2.3 Exploring posts. In our interface, filtering tags located on top of the interface can be used to filter posts including
specific emotions/contexts. Each tag is the result of detection from each post, and once tags are selected, the system
only shows posts containing more than one selected tag until entire tags are deselected.

2.3 Model Selection

For building an emotion classification model, we utilized ELECTRA [3], a state-of-the-art language training model,
fine-tuned to the main language of our interface (Korean) [15]. Then, we trained using Korean emotional dialogue
corpus [13] (validation set accuracy: 0.7083). Plus, to extract contextual keywords, we used KRWordRank [14], a
WordRank-based unsupervised Korean word extraction method. Once the keyword extraction begins, the system
triggers the WordRank-based algorithm [17] by default to extract the maximum of 3 keywords from the posting.
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(a) Writing a post (c) Reacting to the post(b) Exploring posts
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Fig. 1. Keyscreens of our system we designed and examined. The interface elements were translated from Korean

3 PRELIMINARY USER STUDY

3.1 Methods

3.1.1 Participants. From two major college online communities in South Korea, we recruited participants who self-
reported that they often required emotional support and share their emotions in an online medium such as OMHCs
or social media. Since we designed and deployed our system targeted to mobile settings, we screened users with the
self-reported daily usage of smartphones of at least 4 hours on average for ensuring their familiarity with mobile
settings. In addition, people who are currently in the process of mental therapy were excluded to avoid conflict with it.
As such, 10 participants were recruited (Mage = 22.6, SDage = 1.84; 6 female).

3.1.2 Study procedure. To compare our system with the existing mental health community settings, we designed a
control interface, whose interface is identical except for the recommendation functionalities offered while users write,
explore, and comment on the posts. Then, we ran a within-subject design study where 5 participants were assigned to
use control interface and our interface consecutively, and reversed order for the rest of participants.

First, we briefly introduced the research objectives/process, and the participants installed our prototype application.
In each condition, the participants were requested to (i) write two new posts about anxious situations they often faced in
daily life, and (ii) write reactions to two of others’ posts. For users to follow (ii), we showed participants with pre-defined
posts by crawling existing posts from Korean OMHC after removing all the sensitive information.

Each participant was then asked to complete the survey (5-point Likert scale; 1 = strongly disagree, 5 = strongly
agree) regarding (i) the ease of using the interface for both our and control system and (ii) satisfaction with the assist of
AI for each interaction. Then, we ran a semi-structured interview session to collect their overall experiences of using
our system and its future enhancements. Each interview response was transcribed and later open-coded.

Once the study procedures for every participant were complete, each of the participants was compensated with
15,000 KRW (~12 USD). Then, we passed their response data to university mental health counselor and had them
evaluate posts and comments based on the following metric on a 5-point Likert scale, respectively: (i) how much does

the post draw emotionally supportive reaction? (ii) how much does the comment show empathy toward the post? In this
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process, to ensure the user privacy, we formulated and followed the following precautionary steps: (i) we had our study
approved by the university IRB and strictly followed the approved procedure, (ii) all the privacy-sensitive information
(e.g., name, affiliation) in transcription and user-provided data was masked once collected.

3.2 Results

3.2.1 Writing a post. Our system induces users to view the detected emotion and contextual keywords and lets them
iterate writing based on them. Regarding such an approach, participants first reported that it helped them clarify
emotion and circumstance they faced. Plus, our system was reported to help express their thoughts as a form of text
concretely, along with assisting users to rely emotionally toward the system.

At the same time, after using our system, user reported the increased awareness of others and reluctance toward
a feeling of being ‘diagnosed’ by AI, which necessitates the design iteration. Plus, analysis from the mental health
counselor shows that the self-reported concreteness while explaining their experience was not directed to the increase
of the level of inducing empathetic reaction (𝑡 = −0.1787, 𝑝 = 0.43). Thus, further design consideration is required to
lead the concreteness of the post to inducing an empathetic reaction.
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posts

Reacting

Posting

1 2 3 4 5

Exploring
posts

Reacting

Posting

(a) Ease of use (b) Satisfaction on assist of AI
for ea� task

Our system Control

Fig. 2. Survey results of our study

3.2.2 Reacting to the post. From the analysis of mental health counselor, comments from our system presented
significant improvement in terms of empathy compared to comments from control (𝑡 = −4.4316, 𝑝 < 0.0001). We
describe several possible attributes thatmight have led to such enhancement: first, users reported they gained opportunity
to learn how to empathize with others. In addition, from the users, we gained feasibility of triggers/prompts in our
interface for fostering a healthy community, along with helping users to better understand posts.

However, users also faced several challenges regarding the reaction process. For instance, our triggers/prompts were
reported to limit the style of overall supports. Plus, by following the guidance of system for writing the comment, users
felt increased burden of comment-writing process.

3.2.3 Exploring posts. Participants showed unanimity on the efficiency of the filtering system in terms of exploring
posts. Considering that the tag-based filtering system is commonly found in online communities, such positive feedback
implies the feasibility of integrating our AI-driven keyword suggestions into the existing filtering system in OMHCs.

3.3 Discussion

Throughout the study, we could identify the feasibility of AI-assisted writing processes in supporting interpersonal
interactions in OMHCs, as well as its feasibility of forming a healthier community environment. Specifically, leveraging
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AI-driven emotion/contextual keyword elicitation was reported to induce seekers to clarify expression for AI to better
understand, ultimately assisting the writing process to be more concrete. However, from the expert analysis, we realized
that such concreteness did not necessarily lead to emotional support. Thus, further design iteration to connect from
such concreteness to inducing empathetic reaction would be required.

Plus, our system was reported to assist the support providers by assisting them to learn how to react empathetically.
Considering that such an empathetic reaction is a key to thriving OMHCs [16], we could see the feasibility of extending
our work to long-term deployment settings. However, considering that some participants worried if our community
setting might only be filled with monotonous, emotionally empathetic reactions, it is would also be beneficial to diversify
the type of reactions (e.g., supporting energetic reactions) to enrich the community environment.

Still, our study presents several limitations. First, we conducted our study only with 10 participants. Thus, additional
participants may be required in terms of generalizability. Second, this study was run in a lab-based setting, where
participants were asked to follow designated actions. To collect a more lively experience of users in OMHCs aided by
the AI-assisted writing process, a deployment study in the wild might be needed.
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